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1. As per paper read (1) above, the Scheme of 1to 10 semesters, Syllabus of the lstand 2nd Semester Core
courses and the Pattern of Question Papers ofthe New Generation programme viz, integrated M.Sc.in
Computer Science Wth Specialization in Artificial lntelligence and Machine Learning (CBCSS) , ot ered at
Nehru Arts & Science College Kanhangad, was implemented w.e.f 2020 admission.

2. As per the papers (2), (3), (4) & (5) above, the Syllabus of 3rd , 4th , 5th & 6th Semester Core courses and
lVodel Question Papers of integrated L4.Sc.in Computer Science with Specialization in Artificial lntelligence
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& Model Question Papers of lntegrated M.Sc.an Computer Science with Specialization in Anificial lntelligence
and l\rachine Learning Programme prepared by the Expert Committee.

4. The Vice-chancellor, after considering matter in delail and in exercise of the power of the Academic council
conferred under section 1!(1) Chapter lll of the Kannur University Act 1996, accorded sanction to approve
and implement the syltabus ot y'h Semester Courses & Model Question Paper of lntegrated M,Sc.in
computer science with Specialization in Artificial lntelligence and Machine Leaning Programme
(CBCSS) , oftered at Nehru Arts & Science College Kanhangad, w.e.f 2O2O admission, and to report the
same to the Academic Council.

5. The Syllabus of 7th Semester Courses & Model Question Papers for Integrated M.Sc.in Computer Science
with Specialization in Artificial lntelligence and Machine Learning Programme (CBCSS), w.e.l 2O2O admission,
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Semester Course Code Hours per rrUeek E\am Hours Credits

1 7B26ICSC I 3

C our-se Ou tc0nr e

CO I : Understand Linear Algebra concepts for Machine Leaming
CO 2: Understand analytic geometry concepts

CO 3: Understand Matrix decomposition concepts for Machine Learning
CO 4: Understand basics ofVector Calculus for Machine Leaming

L;ll it I

Linear Algetrra: Systems of Linear Equations. Matrices. Solving Systerns of Linear Equations.

Vcctor Spaccs. Lincar Independence, Basis and Rank, Linear Mappings
( l0 Hours)

Unit I I

Anal]tic Geometry: Norms, lnner Products, Leugths and Distanccs, Angles and Orthogonality.

Orthonormal Basis, Onhogonal Complement, Inner Product and Functions, Onhogonal Projections,

Rotations

(16 Hours)

Unit III

Matrix Decompositions: Determinant and Trace, Eigenvalues and Eigenvectors. Cholesky

Decomposition. Eigen decomposition and Diagonalization, Singular Value Decomposition, Mat x

Approximation.

( l6 Hours)

Unit IV

Vector Calculus: Diflerentiation of Univariate Functions. Partial Differentiation and Gradients,

Gradients of Vector-Valued functions, Gradients of Matriccs, Useful identities, Backpropagation and

Automatic Differentiation.

(l2l{ours)

llrlelcnccs

[ ] Marc Peter Deisenroth, A Aldo Faisal and Cheng Soon Ong (2021). Mathenatics.lit' Machine

Lt,ant ing. Cambridge University Press.

hnps:/lurml-book.github.io/

[2] Liclcn \randenberghe. Stephcn P. Boyd 120lli). lntrodtt(tion to.lpplied Linear Algcbru

lte(br,t. l,latrices, and Lensl Squares. Canrbridg!' Univcrsity Press.

lrttps :/, \\,cb. stanford.edu/--boyd'r'mlsr

7826ICSC: )Iathematical Models of Nlachine Learnins - I



[3] Kuldcep Singh (2020). Linear -4lgebro: Step b Step. Oxford University Press..

[,1] Gilbcrr Strang (2020). Linear Algebru and LeaningJion Datrr, \\Iclleslev Publishus.

f5l David Lay, Steven Lay, Judi McDonald (2015). Lineor,4lgchru tutd lts -lpplic./rlol?s, Pearsot.l

Educatiol.

Yarks Including Choice

Unit Nfarks

I 28

I 36

III i6

IV 21



Model Question Paper
7B26ICSC: Ilathematical N{odels of }lachine Learning - I

Tinte:3 Hours Max, Marks: 80

Section A
Artswer any 5 qttestions, Each questiott carries 4 ntarks

l. Explain the vcctor space rvith the conccpt of g:'oup.

2. What is Linear independence propertv'i

3. Explain Manhattan and Euclidean nornts.

4. Explain Svmnretric. Positile Definite Matrices in terms of inner products.

5. Explain Eieenvalues and Ei-senvectors with exanrple.

6. Briefly cxplain Jacobian in tcrms ofpartial derivatir,e.

(5 r 4: 20 \Iarks)
Section B

Answer any 3 questions, Each question carries I marks

7. f ind thc inverse ofthe matrix

rt :l ltl
r lr ltl
r tl
rrr]

8. Explain Norm with an example.

9. Explainautomaticdifferentiation
I 0. Explain orthogonal projection.

I I . Differentiate between basis and rank.

(3x8:24Marks)
Section C

Answer any 3 questions, Each question cafiies 12 marks

12. Prove that For any squarc matrix A = R,,.,, it holds that A is invertiblc if and only ildet(A)+
0

I3. Explain Gram-Schnridt orthogonalization

14. Givel a set of Iinearly independent vectors b I .b2.b3,b4 € RExplain.

-r 1 : 1,, .)l', : l'. 1,r

.t! - llr 2lr . 1lt!

, .: ,t\ .u,. 1 i1,,

.r 1- 1if] lrr,r Ilr -1,r

.\r, rlr.\,r1,,r-r1...r1 /i' ii:r,.,rrlr irr,l, 1r rr,l, rLr.'

15. Explain back propagation algorithm using Bradient descent

16. Explain linear mapping and its types.

(3 x lZ = 36 llarks)



Semester Course Clode Hours per \\'eek Eranr Hours Credits

7B27ICSC 4

Coursc Outcorn r,

CO l:
CO2:
co 3:

CO 4:

co 5:

Outline the concept ol Finite Autornata and Regular Expression

Illush-atc thc dcsign of Context Frec Grammar for any llnguagc sct

Demonstrate the push do*'n automaton nrodel fol thc given language

Makc usc of Turing machine conccpt to solve the simplc problems

Familiarize decidability or undecidability of various problerns

tlnit I

Introduction; Introduction Io the 'Iheory of cornputation and Fir.ritc Autonrata: Marhentatical
preliminaties and notation. Plool tcchniques. Thrcc' basic concepts: languagcs, grarrrmar & autot'nata.

Finite au(onrata: Detemrinistic Finite Acceptors, Nondetelministic Finite Acceptols, Equivalence of
dcletnrinistic and nondetelnrinistic finite acceptors, Reduction of the number o1' states in finite
ilLrtonlata. Mealy Machines,lr,[oole Machines and Intcr conversion.

( l4 Hour.s )

Unit II

Regulal Expression: Regular Langr:agcs and Regular grammars: Regular expressions. connectiorr
bd\\,ccn [egulaI crpressions and rcgular languaqcs, regular grantntars. Propcrlies of Regular
Lauruagcs: closurc properties of rcgular languagcs. identifyilrg rlon r!-gular Language. Context-fi.cc
gramrnars and languages Conrcxt-ticc grammars. parsing and anrbiguity. Simplification of Contcxt
ticc Cmmmals, Norrlal lbrms: mclhods of transtbrnting gr an.rmals,rronral tbrrs.

( I 2 ll(,uts)

Unit lll

Pushdorvn Automata: Pushdown autorrata for contcxt-liee Ianguages.Non detclninistic pushdown
aulol'ltata, PDA and cofltext-1'rce languages. deternrinistic pushdorvn automata and detem]inistic
context-liee iarrgulges.Propenies ol Context-Free Languages: pumping lemntas lbr. context tiee
Ianguages and linear languages. closure propenies lbr context-tree languages.

( t6 Houls)

Unit IV

Tutitt!: Machines: Standald Turing machine- conrbining Turing nrachines tbr conrplicated tasks.

Tutittg's thesis. Othcr modcls of Turing rnachinc: !linor-variations on the Turitlg ntachine thcrlc.
Ttttittg urachinc with conrplex stora-gc. rloudc'tcnuiuistic Tuling nrachitrc. a univclsal Turing rlachinc.
Litrcar bounded autonlata. Limits of Algolithmic conputation: Prolrlcnrs tl]at cxtltlot be solled by
l'uring :rachines. Undccidablc Problenrs lbr Ilccursivell' cnuntcrable Languages. Thc Post
Cot rcspondence probletn. Cotrputlltional Corrplcxity :The class P. Exarnples of Problcms-Boolcan
Satisliability. The class NP, NP-contpleteness.

1l ) Hour.s;

7B27ICSC: Theorv of Computation

7



Rclcrrncrs

[] Pcter Linz (?016), la intntluction to Fornul Longuugas und .4uton1Lttu.6th edn, Joncs &
Ba11lett.

[2] John E. Hopcroft, Rajeev Motu,ani. Jet]rey D. Ullman (2007), Introclutriotr to .lutot,tut.t
Tlreor.t Longuuges ottd Cotttltututiort.3rd edition, Pearson Education. India.

[-3 ] John C Martin ( 1 997), Introdut tion to Longuuge .; ond tlte Tltcor.r' of Auton r(1.r. Mccraw Hill.

\lat'lis I nrludin g Choicc

Unit flarks

I 28

II 28

IIl 32

IV 36



NIodel Question Paper
7827lCSC: Theory of Conrputation

Tinre : 3 Hours Max. Marks: 80

Section A
Atrst+'er atty 5 questions. Each {luestion carrics J marks

l. Is thc language r,,rv^R where w is a string ofzeros and ones, accepted by DPDA?Why?
2. Explain Chomsky hieralchy

l. Is the following grammar ambiguous?

E---E+ElE*Ell
I ---+0ll lalb

4. State the closure properties ofregular sets.

5. Compare recursive and recursivcly enutnerable languages.

6. State pumping lemma for context liee languages.

(5 r4:20 l,larks)
Section B

Anst'er atrl'3 questions. Each questiotr curries I morks

7. Design a Moore machine to determine the residue ofmod 2 of tlte input treated as a binary
string.

{1. Convert the following grammar to Chornsky Normal Fom.
S---+0S0llSlle

9. Find a DFA for the languags on I: {a, b} L: {u,: lui mod 2 :0}
10. Write a note on Universal Turing rrachines.
11. Construct thc PDA for the Ianguage t0^nl"n)*

(3r8=2-{}larks)
Section C

..lnsver any 3 quastions. Each question carries l2 nrurks

12. Minimize the following DFA.

a.b

:.1,

b

13. (i)Define PDA. Give an Example for a language accepted by PDA by empty stack (6)
(ii) Convert the following grarnmar into PDA that accepts the same language by the empty
stack (6)

S---0S I lA
A---+ I A0lSl s

14. Consider the grammar

S---aAalbBble

A",cla
B---,Clb

D

F



C--CDEI<
D---AlBlab
a)Eliminate c-ploduction
b)Eliminate any unit production in the resulting grammar
c) Eliminate any useless symbols in the resulting gramrnar

15. Write notes on the following:
i) decidable and undecidable problerns

ii) Halting Problem of Turing machine.

16. Explain the different t)?es ofTuring Machine. Dcsign a turing machine that accepts the

language of all strings over lhe alphabet |:ta,bl whose second letter is b

(3 r 12 = 36 Marks)



Semester Course Code Hours per \1'eek Errtnt Horr rs Credits

1 7B28ICSC 1

C()urse Outcomc

co l:
co 2:

CO -l:

To learn the basic concepts of Solt Computing
To bccome familiar with various tcchniques like neulal networks, uenctic algorithms

and frrzzy systerns.

To apply soft coniputing techniques to solvc problems.

Unit I

Sofl CornpLrting and Conventional Artificial Intelligence: Llard Conrputing Vs. Soli Conrputing. Solt

Computing Methods: Artificial Neural Netu,ort. Fuzz,v Scts and Fuzzv Logic, Intuitionistic Fuzzy

Scts. Rough Set Theory . Applications of Soft Computing.
(12 Hours)

LInit ll

Fuzzy Sct thcorJ: t'uzzy lcrsus Crisp set. Fuzzy Scts: fuzzy Sct Opcrations, Plopcrties ofFuzzy Scts.

Non-interactive FLrzzy Scts. Alternative Fuzzy Sct Operations. Iuzzy Rclations: Fuzzy Relations.

Cardinality ofFuzzy Relations . Opcrations on Fuzz5, Relations , Propenics of Fuzzy Retations, Fuzzl

Cartesian Product and Cornposition , Fuzzilication, N{inmax Conrposition, Delirzzification Method,

FLrzzy Logic, Fuzzy Rule based systems, Predicate logic. Fuzzy Decision \.{akiug. Fuzzy Control
Sl stcms. FLrzzv Classilication.

( l6 Hours)

trnit III

Genetic algorithnrs (GA): History of Gcnetic Algorithnrs-working principle. Various Encoding

lncthods, Fitress lunction.. GA Operators: Reproduction, Crossover. Mutation, A Simplc Genctic

Algorithrn. Convcrgence of GA. Bit u'isc operation in GA, Multi-level Optimization. TSP problem

using GA.
( l4 Hours)

Lnit l\i

Evolutionary Computing. Simulated ,A-nnealing. Random Search, Downhill Simplcx Search, Swann
optimization. Hybrid Systcrns: Scquential Hybrid Systems. Auxiliary Hybrid Systems, Emberlded

Hybrid Systems. Neuro-Fuzz-v Hybrid Systems, Neuro-Genetic Hybrid Systems, Fuzzy-Genetic
Hybrid Systems.

( l2 Hours)

[] Roy. S. arrd Chaklaborty. U. (2013). Irtttoduttion ro &fi Conputirrg: Newo-Fu:) and
A cnet ic A lgorithnts, Pearson India.

7828ICSC: Soft Computing Techniques

Iiclclt cc\



[2] Timotlry J. Ross (2010). Fu:t,Logic nith Engineering Applrcaliorr.s (3rd Edn.), \,illcy.
[3] F. Martin, Mc Neill, and Ellen Thro (2000), Fu:t. Logic: A Practical Apptoach, Ap

Plol'essional.

[4] Melanie Mitchell (2000). .4n htrtoductiou to Genetit .4lgorirhrzs, MIT Press.

\tarks I ni:luding Choice

Unit Nt arks

I 28

II l8

III t.l

IV



Time: 3 Hours

17. Explain Hard Conqruting.
lll. What is lirzzy logic'?

19. Exp[ain closs ovel.

20. Dill'crcntiate between Fuzzy set vcrs[s Crisp set.

2l . Explain Predicate Jogic.

22. Brict)y cxplain Randorn Search.

Model Question Paper
7B28ICSC: Soft Computing Techniques

Scction,\
Answer any 5 questitttts. Each qutstion carries J marks

N{ar. l\{arks: 80

(5x{=20}Iarks)

(3r8-24)Iarlts)

(3 r l2 : 36 Marks)

Scction B

Arrstrer ant'3 questiotts, Each questiotr carries I nrurks

13. Dii}'crcntiate betrveen sofr coll.rputing arld hard computing.
2.1. F.xplain Fuzz1,Cartesian product and Conrposition.
?5. Explain Dcl'uzzilication Method rvith erumple.
2(r. Explain the u,orking principle ofgenetic algorilhrrs.
27. Explain Dorvnhill Simplex Search algorithnr.

28. Explain the applications of soft computillg.
29. Explain Fuzzy Set Operations with examplcs.

30. Explain Minmax Composition with example.

3I. Explain genetic algorithms with TSP problem.
32. Explain different hybrid systems.

Scction C

.4nswer tttl' 3 qu6tions, IiaLh qutstiotr turries l2 ntqrlis



7B29lCSC: Disital Jmase Processing

Senr ester Course Code Hours per \\'eek Eram Hours Credits

7 7B29ICSC I

Cou rse Outcome

Integrate concepts ofvarious image processing steps.

Evaluate currcnt technologies and issues in Image processing.

Familiar the basic pyhon libraries and functions that supporr IP

Aware about developing efficient Image Processing programs using Python

Unit I

Disital [rrrasc I-undanrcnlals: Dcflnition of digital image. pixels. represenrarion oldigilal irnagc -

spatial dorllain and tuatrix lbrur. Block diasram of ftrndamcntals stcps in digital imarc procc'ssing.

application of digital irnaue proccssing systcr')r. Components of Digital Imagc' processing. Processing
systcms-lrnase Scnsing ancl Acquisition Inage Sampling and Quantization Rclationships bettvccn
pixc-ls - Colol iuragc lindrntcntals - RGB. CMY modcls.

( I 2 Hours)

Unit II

lmage Enhanccrncnt Spatial Domain: Gray lcvcl transtbmrations - Histogram processing,lristograrn
equalization. Smoothing and Sharpenirrg - Gaussian Smoothing, Mean Smoothing. Median
Smoothing. Basics ol Spatial Filtering- Basics of Spatial Filterirg, Linear filters, Spatial Low pass

snroothing filters. Averauing. Weighted Averaging, Non-Linear filters. Median filter. l\,laxinrunt ancl

N'linimunr filters..

( ll'r fl""t'

Unit III

Imagc Rcstoration: dcgradation rnodcl. Propenies. Noise models. Salt-and-Pepper Noise. Mcan
Filtu'rs. Ordl'r Statistics. Adaptivc filtcrs. Band reject Filters. Band pass Filters. Notch Filtcrs.
Frequency Rcjection - Applications.
lmage Segnrentation: Point Detcction, Line Detection, Edge detection- Thrcsholding - Region based

segmentation - Region grorving Region splining and merging - Morphological processing- erosion
and dilation.

( l4 Hours)

Ilnit IV

Feature Extraction: [:dse lirrking aud Boundary dstsctior- Thresholding- -Edge bascd

segnrentrtion-llcr.:ion basetl Seunrcntation. DIP basic libraries and methods in Pyrhon- OpencV.
Nutrpy and Scipy libralics. Scikit. Python lrnaging Library IPIL). methotls-Open() and sho$,O.

imrcrdl ). inrshou ( ) ('onvc[t arrd Sar c( ). thumbnails0. conYclt0
(l: I h'urr )

co r:
CO 2:

CO 3:

CO 4:

4



Rcferences

[1] Ralbcl C. Golzalez, Richard E. Woods (2018), Digital lnage Processing,4rh Edition, Pealson
Education.

[2] \\'illiam K. Pran (2010), Drgitul lmage hocessirg,4th Edirion, Wiley In<Iia.

[3] Kennefi R. Castleman (2001), Digital h uge Processittg. Peanon India.

[4] D.E. Dudgeon and RM. Mersercau \1990), lllltidi tansional Digital Signol Protcssing,
Prentice Hall Proltssional Technical Relerence.

[5] Anil K. lafi (2015). Fundoncntals o/ Digitql Imoge Prr.tc.es.sing, Pearson.

[6] Sandipan Dey (2018). Hands-On lntuge Proce.ssing with P!.thon: E:tpert techniques Jbr
advrnced irturge onalltsis tul .112.,irc interpretotion ol i t.tgc date. Packt Publishing.

\Iarks I ncluding Choicc

Unit ]Iarks

I 30

II 35

III .15

tv l.l



Time: 3 Hours

l. Difl'erentiatc between Smoothing and Sharpcning.

2. Compare RGB and HSI.

L What do you meau Thresholdilg in segmentation?

4. Explain any 5 applications oIDIP
5. Explain Intage Sanrpling and Quantization.
6. Give the mcthods for Morphological processing.

12. Exptain the Steps of DIP.

13. Give a detailed account of Segmentation techniques

14. Explain Histogram equalization with suitable example

15. Erplain importance of image restoration

16. Explain Spatial Filtering for image enhancement..

Model Question Paper
7B29ICSC: Digital Image Processing

Section A
,4nsx,er an1'5 questions. Each questio,t carries I marks

N'lar. N'larks:80

(5 r { = 20 \ I arks)

(3x8=24Marks)

(3 x 12 = 36 Marks)

Section B
Answer ony 3 questions. Each question carries I marks

7. Explain imponance ofFeature Extractiot'1 .

8. What are Non-Linear filters in image enltancement? Explain any 3 techniques.

9. Explain ditl'erent predetined methods fbr handling images in Plrhon'l
10. Describe Image Restoration.

ll. \l'rite about thc inrporrance of irnrgc scgrncnlalion.

Section C
Answer any 3 questions. Each questiott carries 12 marks



78.11ICS( : Lah-9: Di:ritul lrrr:rgc Processing

Sentester Course Code Hours per \\'eek Eram Hours Credits

1 7831 ICSC I I

Exercises

i. Simulation and Display ofan Imagc, Negativc olan Lrage(Binary & Gray Scalc)

2. Implernentation ofRelationships betrveen Pixels

3. lmplementation of Transfomlations of an Image

4. Contrast stretching ofa low contrast inrago, Histogralr, and Histogram Equalization

-5. Display of bit planes of an Image

6. Display oI FFT( l -D & 2-D) of an imagc

7. Cornputation ofMean. Standard Deviation. Correlation coefficient ofthe given lnrage

8. Lnplementation ollmage Smoothcning Filters(Mean and Median tiltering of an Image)

9. Inrplcmcntation olimage sharpcnillg filtcrs and Edgc Dctection using Gradicnt Filters
I0. Irlplementation of lmage Intensitl, slicing technique for image enhancentent
I l. Canny edge detection Algorithnt



7B32ICSC: Lab-10: Soft Computing Techniques

Senrester Course Code Hours per rrVeek Exam Hours Credits

1 7B32ICSC ) 4

Exercises

l . Writc a Program to implement Multiplc' Pcrccptron Modcl.
2. Write a Pro-rranr to implement XOR rvith backpropagation algorithrr.

-1. Writc a Proglanl to implement Union, lnterscctiorr and Conrplcmcnt olerarions.
.1, Write a Program to implcmcnt Dc-Morgan's Law.

5. Write a Program to irrplement Fuzzy Relations (N4ax-min Corrposition).

6. Writc a Program to ir.nplement Fuzzy Controllcr (Washing Machinc).
7. Writc a progranr lbr Genctic algorithrrr to marimize thc function t(x):x2.
8. Write a Program to implement Simplc G!'nctic Application.

9. Programrning cxcrcises on naxirnizing a tunction using Gcnctic algoritlun.

10. \\'rite a program to shorv lr4ulti objective optinrization in Cenetic Algorithm.


